
 

Figure 1: Five-step concept of the Safety-Security analysis (SCSE) Step 1: Transfer hazard analysis;  
Step 2: Execution of Chemical Security Guideword Method (CSGM}; Step 3: Integration of CSGM results;  
Step 4: Derivation of countermeasures; Step 5: Prioritization of countermeasures 

The risk category is fused with the category consequences because a cyber security attack will not attack the 
risk directly. Due to using the same categories, the transmission of the results of a HAZOP is quite easy and 
can be done automatically. It should be emphasized, that for an automated application the text within the 
categories in a HAZOP must follow a specific systematic. Otherwise, a transferring of the results wouldn't be 
successful. A possible systematic is defined in Single (2020a, 2020b, 2020c). 
By transferring the results into the matrices, the following different cyber-physical attack related scenarios may 
be considered: 
1)  Attacks on safety instrumented systems leading to a non-performance of the safety instrumented function 
2)  Simultaneous attacks on different non-safety relevant units, which can cause a security-relevant scenario 

to the same plant unit 
3)  Simultaneously triggering of different safety scenarios, which are covered by the same safety 

countermeasure in case of a single-failure consideration in the HAZOP 
4)  Attacks on essential functions and their availability based on the IEC-TR63069 
In this second step, the results of the former step will be analyzed under the aspects of possible threats and 
attack vectors. For this purpose, the start is similar to the typical beginning of a HAZOP with summarizing the 
relevant information. Here, it is the case number of the HAZOP, the involved components, like sensors, logic 
controller and final elements, their manufacturers, and interfaces. It ends with the defined cyber-physical attack-
related scenario, which is relevant for this case number. An example is shown in Table 2. 

Table 2: Involved components for an example 

Category  Descrption 
Case 1 
Component Temperature sensor Failsafe Logic controller Valve 
Manufacter Endress+Hauser Siemens Samson 
Interfaces 4-20mA HART Industrial Ethernet; Profisafe Profisafe 
Scenario Attack on safety instrumented systems, which leads to a non-performance 

of the safety instrumented function 
 
Based on this information the CSGM method can be applied, which is comparable to the HAZOP method and 
based on guidewords, which reflect a possible threat comparable to a deviation in the HAZOP, see Table 3. 
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Table 3: Description of some CSGM guide words and the reference to the STRIDE guidewords 

CSGM  
Guidewords  

CSGM  
ID 

Description STRIDE 

Delay 1 Unavailability of information due to a delay of data on a communication 
channel. Delaying an emergency message could result in a non-
activating of relevant protection mechanisms and the risk of not 
preventing the situation. 

  DoS 

Denial  
(of service) 

2 The denial or blocking of a critical service leads to the unavailability of 
the service. For example, if the temperature measurement service is 
no longer available, high temperatures can no longer be detected. 

  DoS 

Trigger 3 An unauthenticated execution or activation of a software function on 
the target component. This can be critical, for example, if the activated 
function causes an elementary change in the process. For instance, 
this could be the opening of a control element to maliciously inject an 
increased quantity of a hazardous fuel 

  Spoofing 

Manipulation 4 The malicious modification of existing information is used to change 
the behaviour of the target component. A classic example of this is 
Man-in-the-Middle attacks, in which the attacker intercepts a message, 
manipulates the information contained and forwards the message to 
the destination. In particular, a wide variety of scenarios are feasible 
like the manipulation of sensor values or control signals, which can 
lead to a dangerous scenario. 

  Tampering 

Resequencing 5 A maliciously manipulated bus device modifies the safety message 
sequence. For instance, if a safety function should at first reduce the 
velocity of a pump and then stop its pump function, a swapping of both 
orders leads to a still-running pump. 

  DoS 

 
These guidewords are mapped onto the different components of each case, which are resulted from the first 
step. Similar to the causes in the HAZOP, in the CSGM the possible attacks are determined next, which can 
lead to the considered threat. For this purpose, well-known attack vectors, which are documented for instance 
by National Vulnerability Database (NVD) or manufacturer security advisories, can be directly implemented or 
an attack tree can be used to define relevant attack vectors and the risk can be defined by a well-known 
approach like Common Vulnerability Scoring System (CVSS). For the last case, the root of the tree always 
corresponds to the cyber-physical attack-related scenario. The results can be directly transferred to the orange 
matrices to fulfill the third step of the methodology. 
Once the cyberattacks are assigned to the different cases, the next step is to consider security measures that 
can reduce the risk of cyberattacks. A good starting point for the selection of proper security measures are 
guidelines from the National Institute of Standards and Technology (NIST) like the SP 800-53 by NIST (2014) 
or SP 880-171 by Toth (2017). In addition, also manufacturers' security manuals are a useful source for possible 
security countermeasures. The defined safety and security countermeasures can be complementary or in 
conflict with each other. Therefore, it is useful to analyze these dependencies and to resolve possible conflicts 
by use of the SaC-SeC matrix. Within the SaC-SeC matrix, the safety countermeasures are compared with the 
security countermeasures, and their relationship is defined. There are four kinds of relationships, which are 
described in Table 4. 

Table 4: Description of the different kinds of relationships between safety and security countermeasures 

Relationships  Descrption 
Reinforcement (+) Strengthening impact between safety- and security countermeasures 
Antagonism (-) Weakening impact between safety- and security countermeasures 
Conditional 
dependencies (&) 

Security countermeasure is required for the safety countermeasure or 
vice versa 

Independence (0) No relationship between safety and security countermeasures 
 
In the last step, the prioritisation of the security and safety countermeasures is considered, which is determined 
by different results during the execution of the SCSE approach. 
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The last step of the Safety-Cyber-Security-Evaluation (SCSE) is the prioritisation of the selected 
countermeasures. Therefore, the information generated over the previous steps can be taken over to support 
the prioritization procedure. In particular, various relationships for the four different cyber-physical attack-related 
scenarios are examined which can help to prioritize the identified measures. This is an important step since the 
implementation of security measures is often a trade-off between the increase of the security level and the 
available budget. 
In the case of the first cyber-physical attack-related scenario, one factor for the prioritization are the results of 
the risk and hazard analysis and its risk assessment. The larger the risk, the higher the priority. A further factor 
for each scenario is the risk analysis within the second step. Especially with the attack vectors derived from the 
respective attack tree. Based on the individual attack steps in the tree (leaves), the corresponding vulnerabilities 
can be identified and assessed. For such a vulnerability assessment, existent vulnerability metrics like Common 
Vulnerability Scoring System (CVSS) or the Common Criteria for Information Technology Security Evaluation 
(CC) can be used. 
A third factor is the relevance of the components. The more cases are defined per component, the higher is the 
impact of that component. In general, an FPLC is one of the most important components in a chemical plant 
and therefore it should get a high priority.  
A fourth factor is the number of components, which are attacked by the same attack vector because this could 
lead to a large manipulation at the same time. For this point, the attack matrices should be considered. In the 
presented example, each attack vector has got just one affected component and therefore it doesn't make a 
difference.  
The last factor for the prioritization is for the presented example the relation matrix SaC-SeC, which provides 
an overview of the strengthening or weakening influences between security and safety-relevant 
countermeasures. Thus, measures with strengthening influences or conditional dependencies should always be 
applied before measures with weakening influences.  

4. Conclusion 
In this paper, a uniform methodology called Safety-Cyber-Security-Evaluation (SCSE) for the combined 
assessment of safety and security in the OT domain is proposed. The approach focuses on an easy application 
for engineers in the chemical industry by use of guidewords and takes over safety categories to identify security 
problems. It enables to consider four cyber-physical attack related scenarios: attacks on safety instrumented 
systems leading to a non-performance,  
simultaneous attacks on different units causing a security-relevant scenario, simultaneously triggering of 
different safety scenarios covered by the same safety countermeasure and attacks on essential functions and 
their availability based on the IEC-TR63069.  
Furthermore, strengthening, weakening, conditional or independent interactions between safety and security 
countermeasures are identified and evaluated. At the end of the methodology, a prioritization of the 
implementation of each defined countermeasure is performed, based on the evaluations during the execution 
of this methodology. 
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