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Energy systems generate a large amount of data related to their production, sale, consumption services, etc. 

These numbers remain deposited into large databases with valuable hidden information about trends that would 

help service providers and their users make better decisions. Data science, mathematics, and statistics have 

been advancing to respond to these needs. This revolution has brought several techniques, algorithms, and 

prediction models, among which machine learning emerges. This work helps to link these tools with the 

decisions making of companies and users related to a Colombian natural gas producer company. The public 

data extracted from the company were understood, cleaned, and processed before being deployed within two 

predictive models: time series forecasting using artificial neural networks (TS-ANN) and k-nearest neighbors 

(KNN). The model targets were the fixed and variable natural gas charges regarding the demographic 

information of the customers. The results obtained by both models presented small deviations from the test 

values. Both, the KNN and TS-ANN model received the data time input for predicting natural gas charges in a 

selected demographic sector. As a result, we found trends to identify the consumers who receive a higher 

service charge and the period in which these values are higher. These results are presented as an indication of 

what can be done today with the public information provided by companies: allowing consumers to adjust their 

consumption strategies. 

1. Introduction 

The no-return point set to the world for facing global warming is getting closer over time, boosting the energy 

transition processes (Kweku et al., 2018). Natural gas represents the more suitable energetic vector to lead the 

transition to sustainable energies, making it one of the most attractive assets in economies highly dependent 

on fossil fuels (Szoplik, 2015). Likewise, synthetic gases from renewable origins have become equally attractive, 

suitable, and interchangeable (Awasthi et al., 2020). Thus, properly managing and forecasting the consumption 

of these promising fuels has gained more scientific relevance in recent years (Anđelković and Bajatović, 2020). 

At this point, adequate measurements and interpretation of the data continuously recorded by energetic supplier 

companies have increased their value for customers' decision-making (Tealab, 2018). This raw material serves 

as the input of modern machine learning algorithms, which have proved their ability to model and forecast 

complex energetic services (Hashemizadeh et al., 2021). 

As previously reported, being able to accurately predict natural gas costs may help save energy, manage supply 

contracts, and plan infrastructures (Tamba et al., 2018). One of the first approaches to understanding the natural 

gas demand was conducted in the middle of the last century (Hubbert, 1949), opening the path to a hundred 

research works seeking to predict and control this sector by means of machine learning models. A few authors 

discussed the prediction of natural gas prices for energy cost savings utilizing the non-linear K-Nearest Neighbor 

(KNN) algorithm, reaching a high accuracy between the actual and predicted variables (Wahid and Kim, 2016). 
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Meanwhile, most forecasting studies models are associated with neural networks, which are inspired by the 

architecture of the human brain, exhibiting features with the capacity to learn from examples and find 

relationships usually non-linearly correlated, as expected when modeling independent variables from energy 

sectors (Sen et al., 2019). 

This research work represents a study case to test two well know algorithms used to forecast gas natural 

charges but applied to the main natural gas supplier Colombian company. Hereby, we focused on exploring two 

methods to predict the monthly gas fixed and variable charges. K-Nearest Neighbors and Time Series 

Forecasting Using Neural Networks were selected to benchmark the effectiveness and efficiency of each 

solution approach. This study discusses natural gas price prediction and determines its behavior in different 

residential sectors. 

2. Materials and methods 

This section aims to declare the steps followed to find the most appropriate method for forecasting gas fixed in 

residential and non-residential sectors from Medellin, Colombia. The forecasting was performed monthly and 

annually because the studied company belongs to the country’s public sector. This selection allows showing 

changes from the gas distributor’s and individual consumers’ viewpoints (Yucesan et al., 2021). The machine-

learning methods used, KNN and TS-ANN, were optimized and compared to obtain the best possible forecasting 

and generate the best possible recommendations to consumers. The KNN and TS-ANN algorithm was trained 

to predict natural gas charges, only receiving their corresponding time records and the demographic sector’s 

type. This study case was developed in python, following the steps shown in Figure 1 and described below. 

 

 

Figure 1: Proposed methodological steps for the forecasts 

Phase 1: Data were collected and downloaded from the government web pages (EPM, 2022b). The downloaded 

file has numerical and categorical data. However, since the resolution's formula uses numerical data, this work 

only contemplated the categorical variables of demographic type, month, and year, avoiding reproducing the 

original formula used to determine gas natural charges in Colombia (EPM, 2022a). The data studied were 

temporarily located between January 2017 and January 2022. Otherwise, the initial data examinations allowed 

us to remove irregular information and identify the non-linear relationship between the target and features. 

 

Phase 2: Data were pre-processed. As data were composed of categorical and numerical features, the 

numerical variables were transformed (an expression used in plots) into a scale from 0 to 1 by using 

MinMaxScaler, and to 1 and 0 using OneHotEncoder for the categorical ones, both strategies explored through 

the Scikit-Learn library. After the separate pre-processing of both types of features, they were merged in the 

same data frame. 

 

Phase 3: The target was separated from features for further analysis.  

 

Phase 4: The training data were aleatory selected (KNN-algorithm) and taken as 70% of the data, leaving the 

30% remaining for testing the model. In the TS-ANN case, the time series required to be ordered before being 

trained – is essential for the forward chaining cross-validation. 

 

Phase 5: The most important variables affecting the natural gas charges were determined. The KNN algorithm 

was optimized by modifying the appropriate number of k-neighbors to obtain the balance point between training 

and testing errors. Meanwhile, for TS-ANN, it was employed a multilayer perceptron time series regression 
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model – MPLRegressor from ScikitLearn – to predict the fixed natural gas target, adjusting the size of the hidden 

layer (values between 10 and 100) and the activation function (relu, logistic, and tanh) with the five selected 

folds on different k windows. 

 

Phase 6: The accuracy of the forecasting methods was compared by using mean squared error (MSE), mean 

absolute error (MAE), and mean squared log error (MSLE). These metrics were applied to test the TS-ANN 

model, comparing the predicted values from actual and predicted data. The comparison with the KNN model 

was only based on the predicted values. 

3. Results and discussion 

3.1 Data visualization 

The commercial and industrial stratum from the non-residential sector was selected for analysis and 

visualization. This decision was made to explore high consumption scenarios, given that residential strata 

typically generate consumption below 20 m3/month (La_Republica, 2020). Figure 2 shows that the residential 

sector is the one that receives the higher prices -stratum 5 and stratum 6-, while strata 1, 2, and 3 perceive the 

lowest. Meanwhile, in the non-residential sector, commercial and industrial zones get higher charges. Moreover, 

the natural gas charges were found strongly related to annual periods (see Figure 3). 

 

Figure 2: Natural gas charges scaled for higher consumption by sectors and strata 

 

Figure 3: correlation matrix for high and low natural gas charges 
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Analyzing the trends of the total charges for high consumption month by month allows for obtaining the following 

findings (see Figure 4). The residential sector has the lowest charges in April for the first semester and October 

for the second semester. In the non-residential sector, the lowest charges are in February for the first semester 

and in October for the second. These findings may help different users from EPM to make more sustainable 

consumptions, even though the low quality of the open-access used data limits the reliability of these claims. 

 

 

Figure 4: Monthly natural gas charges scaled for higher consumption. 

3.2 KNN and TS-ANN models 

Figure 5 indicates the best configuration obtained for the KNN when considering 3 nearest neighbors and 70% 

of data for training. The training and validation errors balance point is usually tested by a trial-and-error process 

to define the number of neighbors 

Figure 5: Fluctuation of training and validation errors with the number of k-neighbors for the commercial and 

industrial non-residential sector 
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. 

Figure 6: Natural gas charges predicted for the commercial and industrial non-residential 

The same metrics and data partitioning used for evaluating the KNN algorithm were replicated for the TS-ANN 

model. In this case, the best architecture was obtained after a cross-validation process where the best 

parameters found were a window size of 9, an activation function of “relu”, and a hidden layer size of 40. Figure 

6 shows that the model built based on the actual data (green line) fits better than the one built based on the 

predicted data (purple line). This last model inherits the errors of the green line’s model and moves away from 

the actual values as the observation window progresses. However, the deviation of both models concerning the 

actual data is acceptable. These results make evident the limitations of the artificial neuronal network model to 

follow the fluctuation of actual values.  

Table 1 resumes the metric performances of both algorithms (KNN and TS-ANN based on actual data): Mean 

Squared Error (MSE), Mean Absolute Error (MAE), and Mean Squared Log Error (MSLE). Under said metrics, 

both models were found feasible predictors to be used interchangeably for natural gas charges predictions in 

different residential sectors from Medellin. However, it is also worth mentioning that the 2020 pandemic may 

have affected the natural gas charges trends in recent years, making the neural network-based model less 

accurate than the KNN. 

Table 1: Metric performances of models from training-testing scaled data 

 

 

 

 

4. Conclusions 

This research work focused on developing two machine-learning models to forecast natural gas charges from 

a Colombian company. An initial data visualization allowed us to note months in which it is more recommendable 

to make high natural gas consumption in residential and non-residential sectors. The KNN model fits better for 

3 nearest neighbors when employing 70% of data for training. Meanwhile, the best time series artificial neuronal 

networks model was obtained for the same data partitioning after cross-validation. The best parameters found 

were: window size = 9, activation function = "relu", and hidden layer size = 40. Both algorithms presented 

acceptable performance metrics but the TS-ANN was less accurate, probably due to unusual charge trends in 

2020 (the start of the COVID-19 pandemic). 

 MSE  MAE  MSLE 

KNN  0.0001 0.0079  0.0000 

TS-ANN 0.0001 0.0087 0.0000 
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